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We are actively contributing to diverse, 
global, efforts towards shaping of AI 
metrics, standards and best practices

Participation in the EU High Level Expert Group on AI 

Founding member of the Partnership on AI

Actively engaging with NIST in the area of AI metrics, 
standards and testing

Co-chair Trusted AI committee Linux Foundation AI 

Participation in the Executive Committee for IEEE Global 
Initiative on Ethics of Autonomous and Intelligent 
Systems

MIT-IBM Watson AI Lab Shared Prosperity Pillar

Partnership with the World Economic Forum
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Value Propositions for Using AI in the Enterprise

▪ Increase effectiveness of an existing process (e.g., cancer/defect detection)
– Happier customers

▪ Reduce cost of existing process
Cost = cost rate  *  time

– Reduce cost rate via automation (e.g., Customer care)

– Reduce time to perform task  (e.g., Sports highlights)

▪ Perform new process not possible now (e.g., recommendation systems)

Many use cases can both increase accuracy and reduce both cost components
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FAIRNESS EXPLAINABILITY ROBUSTNESS TRANSPARENCY/ GOVERNANCE

supported by an instrumented platform

AI Lifecycle Manager

IBM’s vision for Trusted AI
Pillars of trust, woven into the lifecycle of an AI application

AI Fairness 360
Sept 2018

AI Explainability 360
August 2019

AI Adversarial Robustness 360
April 2018

AI FactSheets 360
June 2020

www.research.ibm.com/artificial-intelligence/trusted-ai
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AI Bias Examples
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Recidivism Assessment (Propublica, May 2016)

“used to inform decisions about who can be set free at every stage of the criminal justice system”

“The formula was particularly likely to falsely flag 

black defendants as future criminals, 

… at almost twice the rate as white defendants.”

“White defendants were mislabeled as low risk 

more often than black defendants.”

“Northpointe does not agree that the results of your analysis, or the claims being made based upon that analysis, are 

correct or that they accurately reflect the outcomes from the application of the model.”

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
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Watson OpenScale
Fairness at Masters

https://developer.ibm.com/blogs/the-masters-exceptional-ai-highlights-a-round-in-three-minutes/
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AI Fairness 360

IBM Confidential 10

aif360.mybluemix.net

Most comprehensive open source toolkit 
for detecting & mitigating bias in ML 
models:
• 70+ fairness metrics
• 10 bias mitigators
• Interactive demo illustrating 5 bias metrics 

and 4 bias mitigators
• extensive industry tutorials and notebooks
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AI Fairness 360
aif360.mybluemix.net

Designed to translate new research 
from the lab to industry practitioners:
tutorials, education, glossary, resources.
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LEGEND

statistical parity difference

How To Measure Fairness – Some Group Fairness Metrics

Statistical Parity 
Difference

Disparate
Impact

Equal Opportunity 
Difference
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Three categories of bias mitigation algorithms

Pre-processing algorithm – a bias mitigation algorithm that is applied to training data

In-processing algorithm – a bias mitigation algorithm that is applied to a model during its training

Post-processing algorithm – a bias mitigation algorithm that is applied to predicted labels

The choice among algorithm categories can partially be made based on the user persona’s ability to 
intervene at different parts of a machine learning pipeline.

If the user is allowed to modify the training data, then pre-processing can be used.  

If the user is allowed to change the learning algorithm, then in-processing can be used.  

If the user can only treat the learned model as a black box without any ability to modify the training data or 
learning algorithm, then only post-processing can be used.
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Optimized Preprocessing Mitigation – Pre-processing

1.  Group discrimination

Outcomes made independent of 
protected attributes

3. Utility preservation

Retain joint distribution so model 
can still learn task

2. Individual distortion

Avoid large changes in individual 
features

min Δ(𝑝 𝑋, 𝑌, 𝑝𝑋,𝑌)

s. t. 𝐽 𝑝 𝑌|𝐷 ො𝑦 𝑑1 , 𝑝 𝑌|𝐷 ො𝑦 𝑑2 ≤ 𝜖

𝐄 𝛿 𝑥, 𝑦 , 𝑋, 𝑌 | 𝑑, 𝑥, 𝑦 ≤ 𝑐

𝑥, 𝑦

ො𝑥, ො𝑦

𝛿

𝑑1 𝑑2

“Optimized Pre-Processing for Discrimination Prevention,” F. P. Calmon, D. Wei, B. Vinzamuri, K. N. Ramamurthy, and K. R. 
Varshney, Neurips, Dec. 2017.



Fair Transfer Learning – In-processing
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• Optimize weights to train a classifier to minimize a combination of

• Weighted empirical risk in source population

• Fairness constraints in target population

IBM Research AI / February 2021 / © 2020 IBM Corporation

“Fair Transfer Learning with Missing Protected Attributes,” A. Coston, K. N. Ramamurthy, D. Wei, K. R. Varshney, S. 
Speakman, Z. Mustahsan, S. Chakraborthy, AIES Conference, Jan. 2019.



Fair Score Transformer - Post-processing

IBM Research AI / June 2020 / © 2020 IBM Corporation

Closed-form solution for optimal transformed score:   𝑟′ 𝑥 = 𝑓(𝑟 𝑥 ; λ∗)

Low-dimensional convex optimization for optimal λ∗

– # 𝜆’s = 𝑘 × (# protected groups),  𝑘 = 1 or 2

– Solved using ADMM
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minimize cross-entropy (𝑟 𝑥 , 𝑟′ 𝑥 )

subject to fairness constraints linear in conditional means 𝔼 𝑟′ 𝑥 | ⋅
includes e.g. statistical parity, equalized odds

parametrized by Lagrange multipliers 𝜆
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Beyond allocative fairness
Our ongoing work focused on understanding representational harm, biases in unstructured 
data, value alignment, and learning the fairness policy from the user

Analyze, Detect and Remove Gender 
Stereotyping from Bollywood 
Movies

FAT* 2018

http://proceedings.mlr.press/v81/madaan18a

/madaan18a.pdf

FairnessGAN

https://arxiv.org/abs/1805.09910

Racial Bias In Automated Gender 
Classification: Underrepresented 
Facial Features That Matter

FAT* 2019 

Interpretable Multi-Objective 
Reinforcement Learning through 
Policy Orchestration

https://arxiv.org/pdf/1809.08343.pdf 
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FAIRNESS EXPLAINABILITY ROBUSTNESS GOVERNANCE/
TRANSPARENCY

supported by an instrumented platform

AI Lifecycle Manager

Our vision for Trusted AI
Pillars of trust, woven into the lifecycle of an AI application
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The Call for Explainability

This field of XAI is going to be hugely important, with a number of 
important social, legal and ethical implications.

"Capital One … would like to use deep learning for all sorts of functions, including deciding who is granted 
a credit card. But it cannot do that because the law requires companies to explain the reason for any 
such decision to a prospective customer.“  

MIT TR, Apr, 2017

Criteria for parole algorithm was not available to parolee.

"The agency (CIA) cannot just be accurate, it’s also got to be able to demonstrate how it got to the end 
result. So if an analytic isn’t explainable, it’s not “decision-ready.“  

Defense One, June 2019
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But what is it that we are asking for?

Paul Nemitz, Principal Advisor, European Commission
Talk at  IBM Research, Yorktown Heights, May,  4, 2018

?
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Meaningful Explanations Depend on the Explanation Consumer

Must match the complexity capability of the consumer

Must match the domain knowledge of the consumer

© 2018 IBM Research AI

Regulatory Bodies
• Who: EU (GDPR), NYC Council, US Gov’t, etc

• Why: ensure fairness for constituents 

Affected Users
• Who: Patients, accused, loan applicants, teachers

• Why: understanding of factors

AI System builders, stakeholders
• Who: data scientists, developers, prod mgrs

• Why: ensure/improve performance

End Users
• Who: Physicians, judges, loan officers, teacher evaluators

• Why: trust/confidence, insights(?)

“We couldn’t explain the model to them because they didn’t have the training in machine learning.”   Nautilus, Sept 2016
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IBM AI Explainability 360

The most comprehensive open source toolkit 
for explaining ML models and data:

• 8 innovated algorithms from IBM Research

• An interactive demo that provides a gentle 
introduction through a credit scoring 
application

• 13 tutorial notebooks covering use cases in 
finance, healthcare, lifestyle, retention, 
etc.

• documentation that guides the practitioner 
on choosing an appropriate explanation 
method.

One Explanation Does Not Fit All: 

A Toolkit and Taxonomy of AI Explainability Techniques
by Arya et al.

https://arxiv.org/abs/1909.03012

http://aix360.mybluemix.net/

http://aix360.mybluemix.net/
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One Explanation Does Not Fit All: A Toolkit and Taxonomy of AI Explainability Techniques
by Arya et al.

https://arxiv.org/abs/1909.03012
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Data Scientist

Can I deploy this model 
with confidence?

Boolean Decision Rules

Dash et al., Boolean Decision Rules via Column 
Generation, NeurIPS 2018. 
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Loan Officer

Why is Roberts application 
being denied?

Protodash

Gurumoorthy et al., Efficient Data Representation by 
Selecting Prototypes with Importance Weights, ICDM 
2019. 

Mean inner product
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Bank Customer

How can I increase my chances 
of being approved for a loan?

Contrastive Explanations
Dhurandhar et al., Explanations Based on the Missing: 
Towards Contrastive Explanations with Pertinent 
Negatives, NeurIPS 2018. 
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FAIRNESS EXPLAINABILITY ROBUSTNESS LINEAGE

supported by an instrumented platform

AI Lifecycle Manager

IBM’s vision for Trusted AI
Pillars of trust, woven into the lifecycle of an AI application
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The quest for safe and robust AI



32

The nature of AI models poses new safety challenges

Poison training data and corrupt 
models

Steal training data and training 
models

Evade detection by fooling 
models

Minor changes to street sign graphics can 
fool machine learning algorithms into 

thinking the signs say something 
completely different.

Face recognition system can be fooled 
by printing adversarial perturbations 

on the frames of eyeglasses. 

It is possible to reverse engineer machine 
learning-trained AIs based only on sending 
them queries and analyzing the responses. 
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IBM Robustness 360

https://github.com/IBM/adversarial-
robustness-toolbox

https://art-demo.mybluemix.net/

The most comprehensive open source 
toolkit for  defending AI for adversarial 
attacks

https://github.com/IBM/adversarial-robustness-toolbox
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FAIRNESS EXPLAINABILITY ROBUSTNESS GOVERNANCE/
TRANSPARENCY

supported by an instrumented platform

AI Lifecycle Manager

Our vision for Trusted AI
Pillars of trust, woven into the lifecycle of an AI application
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FactSheets and different flavors of Trust

AI GovernanceAI Transparency

Enterprise AI Documentation

Automatically document key AI 
characteristics for subsequent audits

Data Science Knowledge Management

Enable seamless reproducibility and 
efficient operations

AI Marketplace

Enabling AI consumers to find 
trusted AI technology
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Trust in AI Systems Needs Some Transparency

Problem
• Consumers of AI models/service have insufficient 

information about the model
• Creates concerns regarding appropriateness, fairness, 

robustness, explainability

Goal
• Increase transparency (and trust) about the model by 

providing appropriate information

Challenge
• …  without mandating access to all of the code?
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Transparent reporting mechanism are basis for trust in 
many industries and applications
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We have recently proposed ”factsheets” for AI services

https://arxiv.org/abs/1808.07261
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Example Template and FactSheet
FactSheet Template
1. Intended use 
2. Model criticality: (high, med, low)
------------------
3. Dataset info: size, demographic 

attributes, distribution information on 
all features

4. Model info: evaluation metrics
------------------
5. Verification results: coverage (pct of 

time model is used)
6. Pre-guardrail %: model not used 

because features indicate bad 
candidate for model

7. Post-guardrail %: model not used 
because it has low confidence

8. Platform deployment info: where 
deployed, dependent infrastructure, 
etc.

------------------
7. Validation results: model metrics, 

coverage, etc.
------------------
8. KPIs:  Loan accept rate; processing 

time; avg profit
9. Compliance metrics definition: 

disparate impact between race 
groups < 20%; disparate impact 
between gender groups < 20%

10. Model performance metrics: interest 
rate prediction error

FactSheet
• Intended use: assist bank loan managers in determining creditworthiness of an individual for a loan
• Model criticality: High (AI driven approval service affects all loans)
Dataset info: 
• Training dataset
• size (70,615), 
• demographic attributes (gender, age, sex), 
• annual income: 
• mean (72,196), 
• min (4,000), 
• max (2,039,784), 
• stdDev (48,920), 
• etc.
• Test dataset
• size (30,263), 
• demographic attributes (gender, age, sex), 
• annual income:  
• ….
Model Info
• Interest Rate Prediction Error (1.992) [root mean squared error]
Verification results
• Coverage:  82%
• Non-coverage breakdown:
• pre-guardrail: 35% 
• post-guardrail: 65%
Platform deployment details & dependencies
• deployed in ICP, using Kubeflow, and Object store
Validation results
• Interest Rate Prediction Error: 1.992
• Coverage: 82%
• Non-coverage breakdown:
• pre-guardrail: 35%
• post-guardrail: 65%
KPIs
• Loan Accept Rate: 73.2%
• Processing Time: 3.2hrs
• Avg Profit: $278
Compliance metrics
• Disparate impact: 
• race: 16%;
• gender:  5%
Model performance metrics
• Interest rate prediction error: 3%
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Facts can be rendered in different ways

Model 
Facts

JSON file

Metrics generated automatically, 
throughout the lifecycle of the 
model/service/app 
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AI FactSheets 360 Website:    aifs360.mybluemix.com
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Other efforts directed towards the creation of transparent 
reporting mechanisms for AI

Gebru et al. 

Datasheets for Datasets
https://arxiv.org/abs/1803.09010

Mitchell et al.

Model Cards for Model Reporting
https://arxiv.org/abs/1810.03993

Google

Model Cards
https://modelcards.withgoogle.com/model-reports

EU Commission 

Ethics Guidelines for Trustworthy AI
https://ec.europa.eu/futurium/en/ai-alliance-consultation

Partnership on AI 

ABOUT ML: Annotation and Benchmarking on 
Understanding and Transparency of ML Lifecycles
https://www.partnershiponai.org/about-ml/

OpenAI

ModelCard for GPT-2
https://github.com/openai/gpt-2/blob/master/model_card.md

Holland et al.

The Dataset Nutrition Label: A Framework to Drive 
Higher Quality Data Standards
https://arxiv.org/abs/1805.03677

Bender and Friedman

Statements for Natural Language Processing: Toward 
Mitigating System Bias and Enabling Better Science 
https://openreview.net/forum?id=By4oPeX9f

Guszcza et al (HBR) 

Why We Need to Audit Algorithms
https://hbr.org/2018/11/why-we-need-to-audit-algorithms

Loukides, Mason, Patil

Ethics and Data Science: Of Oaths and Checklists
https://www.oreilly.com/ideas/of-oaths-and-checklists

ORCAA

O'Neil Risk Consulting & Algorithmic Auditing
http://www.oneilrisk.com//
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FactSheets and different flavors of Trust

AI GovernanceAI Transparency

Enterprise AI Documentation

Automatically document key AI 
characteristics for subsequent audits

Data Science Knowledge Management

Enable seamless reproducibility and 
efficient operations

AI Marketplace

Enabling AI consumers to find 
trusted AI technology
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AI Governance

Enterprise Needs:

1. Specify policies to be enforced 
– for regulators or enterprise governance

2. Automate documentation of AI lifecycle
– without changing existing processes

3. Make information accessible to all stakeholders 
– enabling collaboration, using their natural tooling

==> Requires “Trust” capabilities instrumented into the AI Lifecycle
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Enterprise AI Documentation (facilitating governance)

Problem
• Enterprise SW governance requires documentation of ML models

• Current practice is ad hoc, error prone, and expensive (100s of pages, months to create, outsourced)
• No best practices for documenting how a model/service was created, trained, tested, deployed, and evaluated
• No structured way to represent model facts and manage them as the model is being built, tuned, deployed, 

tested, monitored, and improved. 

Solution
• Automate the gathering and communication of this information within each stages of ML lifecycle 

Value
• Provide visibility, governance, and regulatory compliance for model creation-to-deployment process
• Enable analytics on collected information to improve business outcomes and efficiency
• Facilitate communications among many personas with different roles, vocabularies, cultures, tools, and skill sets

• data scientists, developers, test engineers, devOps engineers, business owners, regulators, etc. 
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Facts Collected During Al Lifecyle
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AI Facts and FactSheets are Central to AI Governance

Predictive Performance              Data Scientist          Model Validator        AI Operations Engineer
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Example: Using Facts to Help with Model Validation
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Example: Using Facts to Help with Model Performance
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Example: Model Validator Comparing to Challenge Model
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Trustworthy AI : Fairness, Explainability, Robustness, Transparency

AI Fairness 360 AI Explainability 360 Adversarial Robustness 360

aif360.mybluemix.net aix360.mybluemix.net art360.mybluemix.net

Most comprehensive open source 
toolkit for defending AI from attacks
• Supports 10+ frameworks
• 19 composable and modular attacks 

(including adaptive white- and black-box)
• 10 defenses, including detection of 

adversarial samples and poisoning attacks
• Robustness metrics, certifications and 

verifications
• 30 notebooks covering attacks and 

defenses 
• From dozens of publications

Most comprehensive open source 
toolkit for explaining ML models & data
• 8 explainability algorithms
• Interactive demo showing 3 algorithms 

in credit scoring application
• 13 tutorial notebooks: finance, 

healthcare, lifestyle, retention, etc.
• Extensive documentation and taxonomy 

of explainability algorithms

Most comprehensive open source 
toolkit for detecting & mitigating bias 
in ML models:
• 70+ fairness metrics
• 10 bias mitigators
• Interactive demo illustrating 5 bias 

metrics and 4 bias mitigators
• extensive industry tutorials and 

notebooks

FactSheets 360 
aifs360.mybluemix.net

Extensive website describing 
research effort to foster trust in AI 
by increasing transparency and 
enabling
Governance
• 6 examples FactSheets
• 7-step methodology for creating 

useful FactSheets
• AI Governance
• Papers, videos, related work, FAQ, 

slack channel
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Thank you


